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Abstract: Machine learning (ML) which has recently experienced a substantial improvement is currently being 
used by large applications to construct automated or semi-automated processes with the creation of extremely 
trustworthy models over the past few decades, explainable machine learning has increased dramatically. 
Explainable ML models are habitually implied as black-box models since they license a predefined number of 
invalid limits, or center points, to be consigned values by AI estimations. Its algorithms are now able to learn from 
data and make predictions based on past patterns. This paper briefly reviews various types of explanatory machine 
learning models that are used for different purposes proposed by different researchers. It also sheds light on various 
fields where machine learning has greatly been impacted such as medicine, finance, education, marketing, etc. The 
future scope of explainable machine learning will be tied to how well it can perform tasks such as predicting human 
behavior, diagnosing diseases, and understanding language. The devices designed by applying various explanatory 
machine learning algorithms can easily go for a patent as hardly any patent has been registered for such research. 
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I. INTRODUCTION 

Recent advances in computing (AI) have caused its 
substantial business adoption, with the development of 
'thinking' computer systems demonstrating 
superhuman overall performance on a huge variety of 
tasks. Machine learning is a subfield of computer 
science and artificial intelligence (AI) revolving 
around empirical computation, as opposed to rule-
based programming. Machine learning is a branch of 
artificial intelligence that allows computer systems to 
learn from data without being explicitly programmed. 
Machine Learning is the next step in the evolution of 
AI. It is a type of predictive analytics that can 
continually learn from new information and use what 
was learned in previous experience to make 
predictions. This form of machine intelligence can take 
insights from past data and use them to find patterns in 
current data, then extrapolate what it believes might 
happen in the future. The main idea behind machine 
learning is that instead of writing out every logical step 
in detail, you give the computer many samples of what 
you expect it to do when given  

 
this type of input and let it figure out how to do that 
on its own. Instead of having a single program that 
needs to understand every detail of what it is supposed 
to do, you give it samples and let the machine figure 
out what it should do next. 
 
In the Next Generation, a computer program is given 
basic instructions to follow and the program 
generalizes from those instructions to complete the 
task. Generally, machine learning can be classified into 
three categories of algorithms: such as supervised 
learning, unsupervised learning, and reinforcement 
learning. Supervised learning is when you give a 
sample of desired output and the program learns on its 
own how to get closer to that output. In reinforcement 
learning, you reward it for doing well in certain 
situations as opposed to an error for doing poorly. 
Unsupervised learning is when you give it a collection 
of input data without an output goal or reward system. 
Unsupervised learning is a more difficult problem to 
solve since you cannot necessarily give it specific 
commands with which to classify input data. You have 
to manually categorize each piece of data, which can 
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be very hard even for humans. Machine learning is also 
useful outside of the world of computers, such as in 
medicine and biology where researchers have used 
machine learning applications in treating diseases and 
performing other biological manipulation tasks. It’s 
also used in language translation and speech 
recognition. The main goal of this process is for the 
computer (or the machine) to learn from a set of 
training data and improve on the predictions that are 
made from it. 
 
Explainable ML models are habitually implied as 
black-box models since they license a predefined 
number of invalid limits, or center points, to be 
consigned values by AI estimations. Even more 
absolutely, the backpropagation step is responsible for 
reviving the heaps according to its mix-up work. To 
fully understand the concept, one must know the 
concept, the processes involved, and how the processes 
occur, i.e. complete knowledge. For this reason, 
Explanatory ML focuses on the same thing, i.e. how 
to get results that can be understood by humans. It is 
not just a spell or a miracle that was previously 
envisioned for any process to happen, but we have full 
knowledge of how it happens[1]. Explainable ML is a 
subset of machine learning that aims to explain how a 
machine makes decisions, and more importantly, why 
a decision was made. It is based on the idea that a 
computer can be trained to understand and process 
information without being explicitly programmed. The 
use of explainable machine learning in today's world 
has increased tremendously. This algorithm can also be 
used for data mining, predictive analytics, and more. 
Machine learning has also been seen as one of the most 
promising ways to create more accurate self-driving 
cars and robots. Explainable machine learning is 
important because it helps data scientists produce more 
reliable models by giving them insight into the inner 
workings of their algorithms. The main reason to use 
was to make the model transparent and hence easy to 
understand. 
The paper is further divided into five sections wherein 
the next section gives the difference between two 
commonly confused terms. Section 3 presents some 

papers studied by the author. Section 4 lists some of the 
applications and section 5 gives an overview of the 
technologies associated with explainable ML. In the 
end, the conclusion and future directions are there. 
 
II. INTERPRETABILITY V/S 
EXPLAINABILITY 

These phrases had been regularly taken into 
consideration considering that the method has an 
identical goal but there exists a minute distinction b/w 
the two. The first one bills for something we're 
guessing which may or may not provide us correct 
choice while the latter is going deep within the idea and 
displaying every issue minutely and subsequently 
giving us the correct result[20]. 
Explainable AI helps to make the ML model 
understand better. The most important aspect of 
model explainability are: 
1 Transparency 
2 Ability to Question 
3 Ease of Understanding 
To go briefly into the concept, explaining each 
observation seen at different points and how every 
feature individually affects the result can be explained 
using the local approach. A wider view of the model 
and how features collectively affect the result can be 
explained using the global approach. This paper 
reviews applications, algorithms, and techniques 
associated with explainable machine learning. 
 
III. LITERATURE REVIEW 

The utilitarian conclusions drawn out by different 
researchers in their respective fields are implemented 
to solve real-time problems. An explanatory machine 
learning model based on ML algorithms is vital to 
approach such day-to-day scenarios. This section 
briefly reviews various types of explanatory machine-
learning models that are used for different purposes 
proposed by different researchers [18]. Table 1 gives 
an insight into their concerned fields, the 
methodologies they have used, and the outcomes they 
have achieved are observed and mentioned in their 
respective research papers. 
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Table 1. Summary of Tools and Technologies, Objectives and Pros & Cons of Explainable Machine Learning. 

Ref Tools and Techniques Objective Pros Cons 

 
[2] 

 Extreme gradient 
boosting (XGBoost)     
model 

 Minimal Spanning Tree 

 EMST Dual-Tree 
Boruvka algorithm 

 Shapley approach using SHAP 

Lundberg and Lee

computational framework 

To estimate the credit at the 
time of credit borrowing
 and 
employ peer-to-peer lending 
platforms. 

 Effectively detect credit risks. 

 Credit Risk 
supervising and prevention. 

 The absence of humongous datasets may 
result in less accuracy. 

 The linear combination of features cannot be 
extracted by it. 

[3] 

 Shapley Additive 
exPlanations algorithm 

 Standard Python 
packages 

 Light Gradient Boosting 
Machine 

Designed machine 
explainable machine 
prognostication algorithm
  that 
assesses the 
probability of in- hospital   
amputation 

among victims 

suffering from DFU. 

 Higher accuracy 

 Little memory use 

 Lack of clinical evidence and external 
validation cohorts. 

 Light GBM split the tree along the leaves, 
which can cause overfitting because it results 
in more complex trees. 

[4] 

 XGBoost model 

 Shapley Additive 
exPlanations 

 Numpy,pandas and 
scikit-learn. 

Intend to enhance the 
accuracy in 
predictions of high- 
performance concrete 
compressive strength 
HPCCS. 

 Highly accurate as compared to other 
models 

 It May help in future research to build 
novel high- 

performance concrete mixes with 

advanced functions. 

 The black box nature is likely the biggest 
restriction. 

 TreeSHAP may generate illogical 
feature attributions. 

[5] 

 Logistic regression 

 Support vector machine 

 Adaptive boosting 

 Multilayer perceptron 

 XGBoost 

 Bootstrap method 

 Grid search method 

 Shapley Additive 
explanations 

 Scikit-learn package 

Newly        designed 
machine learning models 
that help in predicting the 
malnutrition status of 
children found with 
Congenital Heart Disease. 

 Reliable and Transparent 

 Helps in finding nutritional treatment 

 Helps in determining follow-up 
strategies for children 

 The model requires a large number of 

patients to verify 
its repeatability and robustness. 

 The period for follow-up is very short. 

 Not able to include information of racial 
origin despite the use of a large amount of 
data. 

[6] 

 Shapley values 

 XG Boost 

 Regression techniques 

 Machine learning 
approaches 

An explainable AI model is 
applied for risk 
management in Fintech. 
All the credits borrowed 
have been reviewed at 
every peer-to-peer 
platform 

 Gradient tree- 
boosting models were 
applied. 

 Prevents loss of generality 

 A quick clarification of the determinant of 
each individual’s financial sound. 

 For sparse solutions with few features in a 
sample, it is not appropriate. Every feature is 
necessary. 

[7] 

 XGboost model 

 Logistic regression, 

 Machine learning 

 XGboost 

To develop a model that 
helps in the prediction of 
whether victims diagnosed 
with AKI stage 1/2 would 
reach AKI stage 3. 

 Performance is excellent 
for predicting AKI progression. 

 As opposed to Decision Trees, 
SVM models are challenging 
 for 
humans to 
comprehend and interpret. 

 Retrospective studies have several chances
of unavoidable bias 

 Algorithms used to balance the sample have 
a bad effect on model generalization and 
reliability. 

[8] 

 Intraocular pressure 
measurement 

 fundus photography 
support vector machine 

 random forest 

 XGboost 

To plan an 
explainable machine 
learning demonstration for 
the forecast  of 
determination of 
glaucoma. 

 Very less chances of misdiagnosis. 

 Using the Kernel Trick, SVM can 
effectively handle non-linear data. 

 The sensitivity of the proposed model is 
0.941 so it can also give a false negative ratio. 

 As opposed to Decision Trees, SVM models 

are challenging for humans to comprehend 

and interpret. 
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IV. APPLICATIONS 

4.1 Medical 

Explainable machine learning has enormously 
impacted the field of medical services. Numerous 
models have been created by researchers in medical 
care. It can be utilized to anticipate the length of stay 
of ICU disease-based hospitalization specifically 
cellular breakdown in the lungs of patients [9]. The 
use of XGBoost for Intense Myocardial Dead tissue 
from 12-lead ECG information presents a newer way 
to deal with the checking of Cardiovascular diseases 
(CVDs) [10]. Robotized forecast of readmission risk 
can save a great many dollars in medical care costs 
and can work on persistent consideration. AI models 
consider different aspects of patients, like 
socioeconomics, comorbidities, and slightness 
boundaries, to assess precisely their chance of being 
readmitted in 30 days. 
 

4.2 Finance 

Through explainable ML, a tonne of work has been 
done in the area of finance. Models are developed to 
predict house value credit risk for individuals using a 
real-world dataset, and they were shown how to 
interpret the results to make them more accessible to 
end users [11]. Framework innovations are the 
transformational calculations used in an innovative 
technique to generate plausible connection networks. 
The strategy widens the information space needed to 
prepare a decent ML program to identify the most 
fundamental characteristics in lattices, which results 
in the overall display of competing approaches to 
portfolio development. Reasonableness of an AI 
Conceding Scoring Model in Shared Lending. Credit 
risk AI approaches beat measurable methodologies, 
like calculated relapse, regarding order execution as 
well as logic [17]. 
 
4.3 Industry 

Today, artificial intelligence (AI) is being utilized to 
conquer day-to-day life, industrial, and various 
business problems. In particular, it forms the pedestal 

to mount Industry 4.0. This task proposes an 
approach that defines the "importance of features" in 
the problem of anomaly detection in industrial 
scenarios [16]. Condition-based monitoring, 
predictive maintenance, quality control, and many 
tasks can be easily done using various models. The 
deployment of new standards was supported by the 
latest Industrial Internet of Things (IIoT) platform. It 
presents methods and software frameworks that let 
business players who aren't familiar with AI pick and 
choose the algorithms that are most suited to their 
requirements [14]. Most businesses rely on automated 
machine learning for predictive maintenance. 
 
4.4 Marketing 

Comprehensive marketing strategies are the driving 
force behind a company's profitability. Artificial 
intelligence (AI) and machine learning (ML) have 
become integral parts of a successful modern 
approach [15]. Companies can predict the magnitude 
of current and later stock price fluctuations. An 
advanced machine learning approach can support 
real-life problems in the financial and banking sectors 
where one needs to predict the likelihood of 
becoming a customer. In one of the studies, the 
outcome of a telemarketing campaign for a 
Portuguese bank was forecast using a tree-based 
model. It advocates employing an untested boosting 
algorithm to forecast campaign response and an 
explainable AI (XAI) technique to assess the model's 
effectiveness [12]. 
 
4.5 Education 

Explainable machine learning is also being 
introduced into the field of education where 
researchers have proposed an explanatory, example-
by-example approach using Bayesian teaching, where 
they aimed to study a small subset of data which 
helps learners to drive to conclusions [13]. There is a 
predictive model of student achievement in secondary 
education using five classification algorithms in 
which data is collected from school reports and 
surveys by training the Solver model by preferring a 
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locally interpretable knowledge model (LIME) that is 
interpretable for all classifiers. A novel approach that 
resorts to explanatory machine learning combined 
with learning analytics techniques provides 
actionable intelligent and automated feedback that 
supports the self-regulation of student learning in a 
data-driven manner. 
 
4.6 Agriculture 

The agriculture sector is another prominent domain to 

have been reaping the benefits of human advances in 
the field of AI. Explainable ML can identify and 
classify stress on various leaves of soybeans using a 
high-resolution top K feature map that separates the 
visual symptoms used for amazing accuracy and 
prediction. Explainable ML can be used for the 
prediction of the ripeness of fruit referred to as a 
black container set of rules which predicts the 
ripeness of peaches with the use of electric 
impedance. 

 

Table 2. Different Algorithms And Techniques Are Used For Explainable Machine Learning 

 

Algorithms and 

Technique s 

XGBoost SVM LR SHAP LightGBM 

 
Full Form 

 
Extreme 
Gradient 
Boosting 

 
Support Vector 

Machine 

 
Logistic 

Regression 

 
Shapley Additive Explanation 

 
Light Gradient 

Boosting Machine 

Working 

 Decision 
trees 
understood as 
successive 
order. 

 Loads  are 
designated to
free 
figures that are 
taken as input
 into 
decision tree 
which predict 
results. 

 Generalized 
between two 
different classes 
when a set of 
data labeled with 
a training set of 
algorithms is 
provided. 

 Finds a 
hyperplane 
that can 
distinguish 
between the 
two classes. 

 Multivariate 
analysis used 
once the variable 
quantity is 
categorical (e.g., 
yes/no). 

 Indispensable 
lose the faith 
estimates the 
likelihood of an 
occasion 
happening. 

 It combines ideal credit 
attributes with explicit 
explanations using classic 
Shapley values from 
entertainment hypothesis and 
its associated extensions. 

 SHAP appreciation can 
emphasize each contribution 
to increase the show yield 
from basic appreciation 

 Slope boosted tree- based 
outfit calculation that 
create forecast by 
averaging expansive 
number of person 
decision trees forecasts. 

 Decision trees are built 
consecutively with the 
objective to decrease the 
mistake of the past 
demonstrate at each 
emphasis. 

Meaning 

 Productive and 
adaptable 
execution of 
slope 

 Supervised 
machine learning 
technique that is 
employed 

 This kind of 
quantifiable 
model is utilized 
for social affairs. 

 SHAP is a mathematical method 
to explain predictions of machine 
learning 

 The strategy of machine 
learning can give an 
effective and exact 
apparatus for 

 
 
V. ALGORITHMS AND TECHNIQUES 
ASSOCIATED WITH          EXPLAINABLE 
MACHINE LEARNING 

There are various algorithms designed by different 
scientists and researchers, which are summarized in 
Table 2 below, to make Explainable Machine 
Learning a success. XGBoost gives an equivalent tree 
supporting (generally called GBDT, GBM) that 
handles numerous data science projects [19]. A 
comparative code runs on major scattered 

environments (Hadoop, SGE, MPI) and can deal with 
issues past billions of models. SHAP evaluation has 
great potential to rationalize the expectations set by 
complex ML models. LGBT too centers on 
perceptions that are troublesome to foresee. Slope-
boosted tree-based outfit calculation that creates 
forecasts by averaging an expansive number of 
person choice tree forecasts. LR is a regression 
model that is feasible, adaptable, and easily operated 
therefore has applications in many fields. 
Indispensable use in the faith estimates, the 
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likelihood of an occasion happening, for example, 
projected a surveying structure or didn't project a 
surveying structure, taking into account a given 
dataset of free factors. SVM is a machine learning 
model that can be generalized between two different 
classes when a set of data labeled with a training set 
of algorithms is provided. The main function of SVM 
is to find a hyperplane that can distinguish between 
the two classes. 
 
VI. CONCLUSION AND FUTURE 
DIRECTIONS 

Machine learning has made a lot of progress in the 
last few years. It is now possible to explain the logic 
behind the prediction models. This is done by using a 
visual representation and descriptive language to 
show how the model arrived at its prediction. Machine 
learning is a type of AI that has been around for 
decades. It has been used in various industries to 
power algorithms and make predictions. There are 
two types of machine learning: non-explanatory and 
explanatory. Non-explanatory machine learning is 
what we have seen so far, where the prediction 
algorithm is not explainable to a human, but it can be 
explained to a computer. Explanatory machine 
learning will make the explanation understandable to 
humans, but this type of AI is still in its infancy stage. 
Undoubtedly, the past few years have witnessed 
developments around human-mimicking 
technologies like machine learning, but the future 
scope of explainable machine learning is still in its 
infancy. There are many potential applications, but 
we need to be mindful of the ethical implications. We 
have seen the rise of explainable AI in the last few 
years. This trend will continue to rise in the future. 
Now, owing to the digital advancements through the 
power of machine learning, businesses are a click 
away from gauging the demands of their target 
customers. Search engines like Google produce 
numerous options for their users looking around for a 
particular product. There is a possibility that we will 
see an increase in demand for explainable machine-
learning tools and technologies.  

VII.  CURRENT & FUTURE 
DEVELOPMENTS 

Explainable AI is a subset of artificial intelligence 
that deals with making machine learning more 
understandable to humans. This includes both 
generating explanations for decisions and improving 
transparency by providing datasets and models. 
 
The future scope of explainable machine learning will 
be tied to how well it can perform tasks such as 
predicting human behavior, diagnosing diseases, and 
understanding language. Businesses are utilizing a 
wide range of software applications to improve their 
customer experience and, as a result, grow their 
revenues by leaps and bounds as the application of 
machine learning expands. The Gartner 2022 
quadrant predicts that selecting the right AI technique 
provides global leaders a greater chance to increase 
productivity and workforce. Machine learning is a 
process of getting computers to do tasks that they 
were not programmed for. Explainable ML can be 
used for various purposes in the future such as 
medical diagnosis, legal decisions, and financial 
investments. 
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